Comparing distributions: £1 geometry improves kernel two-sample testing

Overview

Problem: Are two sets of observations drawn from the same

distribution?

Contributions:

* We exhibit a family of LP-based metrics which metrize the
weak convergence.

» We derive linear-time, nonparametric, a.s - consistent L*-
based two sample tests.

e We show L'geometry provides better power than its L?
counterpart.

 We maximize a lower bound on the test power and learn
distinguishing features between distributions.
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Theorem: Let k a characteric and bounded kernel. For all
p =1,

1/p
dp,(P,Q) = (f [up(t) — o (®)|P dI"(t))

where pp(t):= | . k(x, t)dP(x) is a metric which metrize
the weak convergence.

* Integral operator: T, : [ € L' (RY) — fRd k(x,.)f(x)dr
- UnitBall of LY (R®): BY = {f: sup|f(x)| < 1 as}

* IPM formulation: d;» ,(P, Q) = sup {Ep(f (X)) — Eq(f(V)}
f € T(BY)

e Test: Hy: P = (Qvs H{: P + O

« Samples: X = {x;};_,~ P and V= {y;}i",
* Empirical ME: py(T) : = = i1 ks (x;,T)
* [k, the Gaussian kernel of Wldth o

» Test locations: {T;}. iJic1~T
 Test statistic:

(afp,u (X, Y)) =N

Z |ux (T;) — wy(T;) [P

. p
Test of level a : Compute (d{p’”(X, Y)) and reject H, if

= p
(dgp,u(X, Y)) >T,, = 1— aquantile of the null distribution.

Definition: (Analytic kernel). 4 positive definite kernelk
isanalytic ifforall x € RY, the feature mapk(x,.) is an
analytic function on R“.

Proposition: Let 6 > 0. Under
the null hypothesis H,, almost
surely there exists N = 1, such
that for all n = N, with a
probability of 1- o

N 2 N
(Ae,uX,Y)) >Top = dp, u(X,Y) > Ty

correlated Nakagami variables.
Normalized Mean Embedding (ME) Test:

Normalized Smooth Characteristic Function (SCF) Test:

Informative Features

Contour plot of L1-ME|X, V| as a
.. function of 7, with /] = 2 and 7, fixed.

- P~N(]0,0],1,)

’ QNN([O) 1]) IZ)
 L1—ME|X, Y| detects the differences.

: Under H,, agL” (X,Y) converge to a sum of

1

L1-ME[X, Y] == ||V . 2S,|4
° Sn :=n nzlzg(_ziy

* X, = cov(Zy) + cov(Zy)
* Zy = (ks(x;,T1), ..., ko(x;, T)))

Test Power: Synthetic Problems

* Test Power vs. Sample Size
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Data P
Proposition: Under H,, L1-ME| X, Y| is a.s asymptotically GMD N(0,1;) N((1,0,..,0)7 Id 4{% % ;@. .
distributed as a sum of ] i.i.d Nakagami variables of GVD - N0 fa) N (0, diag( 2’1" ; Dl .:- el
obs Mixture of 16 Gaussians in R .
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parameter 1m = - and @ = > Ll-opt-ME, L1-opt-SCF: Proposed Methods
: Random settings - B9
ME-full, SCF-full: Optimized ¢,-based methods

MMD-quad, MMD-lin: Quadratic and linear-time MMD tests
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L1-SCF[X, Y] == ||[VR £,%S,|I1 '

o Z% = (cos(xiT)f(x; ), sin(x{T1)f(x; ), ...,
[ is the inverse Fourier transform of k..
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Regularization: To obtain a lower bound, we consider the Test Power vs. Dimension
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Proposition: The test power P(L1—ME[X, V] > ¢) of the R I £
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Higgs Dataset

Higgs Dataset: d = 4,
J]= 3. Plot of Type-II error
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the L1-ME test satisifes P(L1-ME|X, Y| > €) = L(4,,)
where L(4,,) is an increasing function of 4,, and goes to 1
when 72 goes to i{lfinity.
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o A, :=||\/nZ 2S||, is the population counterpart of
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L1-ME [X; Y]- for £1 and £, based test. §0_6_ - ti-gfid-shgi
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Optimization Procedure: . Optimized tests outperform s oa- - Lot
their random versions. o2 0 N e SCF-full

* Optimize {Tl i1, 0 =argmax L(4,)

oo {4 norm provides better
* Estimation of 4,, on a separate training set.
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